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Abstract of the contribution: Contribution provides proposals on methods to detect & assess user plane RAN congestion

1. Introduction

One of the main talking points on the SA2 94 meeting regarding the UPCON work item was the discussion on “what is congestion” as well as how such congestion is measured/assessed. This contribution provides proposals on defining a user plane congestion situation in the RAN as well as methods to measure/assess such congestion.
2. On congestion detection & assessment

In a typical IP packet network, a congestion condition is defined as the inability of a switch and/or router to deliver an ingress packet to the proper egress port.  In such networks, congestion typically results in unacceptable delivery delays and/or packet loss (packet drops).    In Local Area Networks (LANs), including WLANs such as 802.11-based access networks, congestion can result from too much data sent through the transmission medium, but also from too many (uncoordinated) users attempting to access the medium – even if the aggregate data load is not excessive.   

Unlike such unmanaged networks, the 3GPP core network and 3GPP Radio Access Networks (RANs) provide substantial network management tools that permit effective management of network resources as well as coordination of use.  Nonetheless, as the 3GPP network increasingly carries IP-based payloads, congestion conditions in 3GPP networks should take into account what IP-based networks and applications would consider to be “congestion.”

Notably, congestion should not be treated as a single user’s QoS deterioration, but rather a network-wide issue where a number of users experience reduced QoE due to user plane congestion in a cell or in the RAN backhaul.   Moreover, it should be also noted that such congestion is an issue that is persistent, i.e. congestion is experienced for several minutes.  Thus, congestion should not be detected and reported due to detrimental air-interface conditions experienced by a particular user or due to short-term events in the RAN.
A few examples on the methods to detect user plane RAN congestion in the RAN are summarised below. The list is not exhaustive, i.e. other/additional measures for user plane RAN congestion detection in the RAN can also be used. 
 All proposals assume some reasonable measurements period, which, for congestion reporting, can extend from several seconds to as much as a minute. 

· RAN delivery latencies exceeding acceptable latencies - i.e. if more than 10% of packets experience delivery latencies that exceed acceptable latencies for QoS policies associated with them, RAN user-plane congestion is detected. 

· Inability to satisfy uplink grant requests over a particular threshold (e.g. more than 10% of requests).   This measure is related to the two above, but can provide additional visibility into the status of the uplink packet access, which is under somewhat less control then the downlink.
· Based on the maximum throughput supported by a cell
· Based on the number of active PDN connections (e.g. based on the number of active S1-U bearers)

· Based on the current number of UEs in ECM-CONNECTED state and maximum number of ECM-CONNECTED states supported by a cell
In addition, in order to improve the congestion detection the UE can assist in the detection mechanism. One example is for the case of user plane uplink latency, where the packet latency, as seen by the application at the UE cannot be accurately estimated by the eNodeB. Such issue is also discussed in RAN2 where there is an ongoing discussion on the benefits of the UE providing UL packet delay information for use on the MDT work item (see 3GPP TS36.314). For user plane RAN congestion detection in the RAN the UE could assist by providing UL packet delay latency information to the cell.
It is important to note that no single UE’s experience should constitute congestion. Rather, congestion is based on aggregate reports of UEs within a particular cell. The UE-report based congestion measures can be used in conjunction with the RAN-based congestion measurements within the RAN to assess whether a particular cell is user plane congested.

3. Proposed additions in UPCON TR 23.705
It is proposed to include the methods described in this paper to detect and measure user plane RAN congestion as solutions within clause 6 of the UPCON TR. The following additions are proposed
********** Start of Change **************

6
Solutions
Editor’s Note: This clause is intended to document architecture solutions. Each solution should clearly describe which of the key issues it covers and how. 
6.X
Solution X: Detecting & measuring user plane RAN congestion in the RAN
6.X.1
General description, assumptions, and principles
This solution addresses parts of Key Issue 2. In particular, the solution provides methods to allow the RAN nodes to be able to detect and measure user plane RAN congestion. The solution addresses the following questions of Key Issue 2:
-
Which level of granularity for congestion awareness is required?

-
What is congestion and how is it detected?

-
How often and when does the congestion status need to be indicated? 
Note that this solution only addresses the method to detect and measure user plane RAN congestion. The method to report user plane RAN congestion to other network entities (if required) is not addressed by this solution.
6.X.2
High-level operation and procedures
In a typical IP packet network, a congestion condition is defined as the inability of a switch and/or router to deliver an ingress packet to the proper egress port.  In such networks, congestion typically results in unacceptable delivery delays and/or packet loss (packet drops). In Local Area Networks (LANs), including WLANs such as 802.11-based access networks, congestion can result from too much data sent through the transmission medium, but also from too many (uncoordinated) users attempting to access the medium – even if the aggregate data load is not excessive.   

Unlike such unmanaged networks, the 3GPP core network and 3GPP Radio Access Networks (RANs) provide substantial network management tools that permit effective management of network resources as well as coordination of use.  Nonetheless, as the 3GPP network increasingly carries IP-based payloads, congestion conditions in 3GPP networks should take into account what IP-based networks and applications would consider to be “congestion.”

Notably, congestion should not be treated as a single user’s QoS deterioration, but rather a network-wide issue where a number of users experience reduced QoE due to user plane congestion in a cell.   Moreover, it should be also noted that such congestion is an issue that is persistent, i.e. congestion is experienced for several minutes.  Thus, congestion should not be detected and reported due to detrimental air-interface conditions experienced by a particular user or due to short-term events in the RAN.

A few examples on the methods to detect user plane RAN congestion in the RAN are summarised below. The list is not exhaustive, i.e. other/additional measures for user plane RAN congestion detection in the RAN can also be used. All proposals assume some reasonable measurements period, which, for congestion reporting, can extend from several seconds to as much as a minute. 

· RAN delivery latencies exceeding acceptable - i.e. if more than 10% of packets experience delivery latencies that exceed acceptable latencies for QoS policies associated with them, RAN user-plane congestion is reported. 

· Inability to satisfy uplink grant requests over a particular threshold (e.g. more than 10% of requests).   This measure is related to the two above, but can provide additional visibility into the status of the uplink packet access, which is under somewhat less control then the downlink.  
· Based on the maximum throughput supported by a cell
· Based on the number of active PDN connections (e.g. based on the number of active S1-U bearers)

· Based on the current number of UEs in ECM-CONNECTED state and maximum number of ECM-CONNECTED states supported by a cell
In addition, in order to improve the congestion detection the UE can assist in the detection mechanism. One example is for the case of user plane uplink latency, where the packet latency, as seen by the application at the UE cannot be accurately estimated by the eNodeB. Such issue is also discussed in RAN2 where there is an ongoing discussion on the benefits of the UE providing UL packet delay information for use on the MDT work item (see 3GPP TS 36.314). 

For user plane RAN congestion detection the UE could provide UL packet delay latency information to the cell. It is important to note that no single UE’s experience should constitute congestion. Rather, congestion is based on aggregate reports of UEs within a particular cell. The UE-report based congestion measures can be used in conjunction with the RAN-based congestion measurements within the RAN to assess whether a particular cell is user plane congested.

6.X.3
Impact on existing entities and interfaces
The following entities are impacted:

· eNodeB

· eNodeB must be able to collect statistical information on, for example, Downlink/Uplink shared packet channel loading exceeding a specified threshold or if a UE-based congestion experience is also preferred the eNodeB must be able to collect congestion information provided by the UEs and assess for user plane RAN congestion, as described in clause 6.X.2
· UE

· The UE may assist in user plane congestion detection in the RAN. For example, the UE may be required to report UL packet delay latencies.
6.X.4
Solution evaluation


********** End of Change **************
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